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Probabilité conditionnelle

Soient A et B deux événements d’un univers Ω tels que
p(A) ̸= 0. On appelle probabilité de l’événement B sa-
chant que A le nombre noté pA(B) défini par :

pA(B) =
p(A ∩B)

p(A)
.

Partition de l’univers

On dit que les n événements A1, ... , An forment une par-
tition de Ω si :
G tous les événements sont incompatibles deux à deux :

Ai∩Aj = ∅, pour tout i ̸= j ;
G A1 ∪ A2 ∪ · · · ∪ An = Ω.

Formule "simple" des probabilités totales

Soient A et B deux événements tels que p(A) ̸= 0 et p(B) ̸= 0. Alors, p(B) = p(A ∩B) + p(A ∩B).

On peut représenter la situation à l’aide d’un arbre de probabilités.
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Formule des probabilités totales

Soient A1, A2, ..., An n événements formant
une partition de l’univers, avec p(Ak) ̸= 0,
1 6 k 6 n. Alors, pour tout événement B,
p(B) = p(A1 ∩B) + p(A2 ∩B) + · · ·+ p(An ∩B).

Événement contraire

Soient A et B deux événements tels que p(A) ̸= 0 et p(B) ̸=
0. Alors, pA(B) = 1− pA(B).

Indépendance

G Soient A et B deux événements. On dit que A et B sont
indépendants quand pB(A) = p(A).

G Deux événements A et B sont indépendants si et seule-
ment si p(A ∩B) = p(A)× p(B).

G A et B sont deux événements indépendants alors, A et
B sont indépendants.

Variable aléatoire

Soit Ω un univers probabilisé et E une expérience aléatoire
dans Ω. Une variable aléatoire X est une application qui,
à chaque événement élémentaires de Ω, associe un nombre
réel. Autrement dit, X : Ω → R.
L’ensemble des valeurs prises par X est noté X(Ω).

Loi de probabilité

Soit X une variable aléatoire discrète. La loi de probabilité
de X est la donnée de la probabilité de toutes les valeurs
que peut prendre X. En général, elle est donnée sous forme
d’un tableau.

Espérance d’une variable aléatoire

Soit X =
{
xi

}
16i6n

une variable aléatoire discrète. On ap-
pelle espérance mathématique de X le nombre défini par :
E(X) =

∑n
i=1 xi × p(X = xi).

Variance et écart-type d’une variable aléatoire

Soit X =
{
xi

}
16i6n

une variable aléatoire discrète.
G On appelle variance mathématique de X le nombre dé-

fini par :
V (X) = E

(
X − E(X)

)2.
V (X) =

∑n
i=1

[
xi − E(X)

]2 × p(X = xi).

V (X) = E(X2)−
[
E(X)

]2
.

G On appelle écart-type de X le nombre défini par :
σ(X) =

√
V (X).

Espérance d’une variable aléatoire

On considère X et Y deux variables aléatoires réelles asso-
ciées à une même expérience sur un univers fini. Soient de
plus a et b deux réels, on a :
G E(aX + b) = aE(X) + b.

G E(X + Y ) = E(X) + E(Y ).
G V (X + Y ) = V (X) + V (Y ) seulement si X et Y sont

indépendantes.


